Abstract—We propose a distributed algorithm for solving optimization problems formulated on networks. Each network node has a private cost function and the goal is to minimize the sum of all these functions. We assume the optimization problem has some structure, namely, that the function at each node might depend only on a subset of the components of the variable. Experimental results show that the proposed algorithm requires less communications than previous algorithms to achieve a given error, including algorithms that were designed for a specific application. We apply the algorithm to distributed Model Predictive Control and to Network Utility Maximization.

I. INTRODUCTION

Consider the following optimization problem:

$$\min_{x \in \mathbb{R}^n} f_1(x_{S_1}) + f_2(x_{S_2}) + \ldots + f_p(x_{S_p}),$$

where $x \in \mathbb{R}^n$ is the variable and $S_p \subseteq \{1, \ldots, n\}$ is the set of components of $x$ that function $f_p$ depends on. Given $S \subseteq \{1, \ldots, n\}$, $x_S$ denotes the components indexed by $S$; for example, if $S = \{2, 7\}$, then $x_S = (x_2, x_7)$. We associate to problem (1) a network with $P$ nodes, represented with $G = (V, E)$, where $V = \{1, \ldots, P\}$ is the set of nodes and $E \subseteq V \times V$ is the set of edges. Whenever $(i, j) \in E$, nodes $i$ and $j$ can communicate directly. We enforce local processing by requiring that each function $f_p$ is known only at node $p$: then, any operation performed on $f_p$ has to take place at node $p$. Our goal is to solve (1) using a minimal number of communications.

Most of the previous work on distributed optimization, e.g., [1], [2], assumes all $f_p$s depend on all components of $x$, i.e., $S_p = \{1, \ldots, n\}$ for all $p$. In many problems, however, each function depends only on a subset of these components. This occurs in some large-scale network problems, for example, in Network Utility Maximization (NUM), modeling the Internet traffic control, and in distributed Model Predictive Control (MPC), which has many applications in the power grid.

To address the generic problem (1), we distinguish between two cases: a connected and a non-connected variable. While in a connected variable all the components induce connected subgraphs, in a non-connected variable at least one component induces a non-connected subgraph. The subgraph induced by a component $x_i$ is $G_i = (V_i, E_i)$, where $V_i \subseteq V$ is the set of nodes whose functions depend on $x_i$, and $(i, j) \in E_i \subseteq E$ if both $i \in V_i$ and $j \in V_i$ and $(i, j) \in E$. For example, in the subgraph induced by $x_1$ in Fig. 1(a), $V_1 = \{1, 2, 5, 6\}$ and $E_1 = \{(1, 2), (1, 6), (2, 6), (5, 6)\}$. In this case, $G_1 = (V_1, E_1)$ is connected, as there is a path between any node in $G_1$. The same is true for $x_2$ and $x_3$, and thus the variable in Fig. 1(a) is connected. In contrast, the subgraph induced by $x_1$ in Fig. 1(b), whose nodes are $V_1 = \{1, 2, 4, 6\}$, is not connected (node 4 is isolated). Hence, the variable is non-connected in this case. Solving (1) in this case is challenging because node 4 has to communicate somehow with the other nodes in $V_1$, so that they agree on an optimal value for $x_1$.

We propose a distributed algorithm solving (1) for a generic variable (connected or non-connected). Our algorithm is based on an extended version of the Alternating Direction Method of Multipliers (ADMM) [3] and generalizes our previous algorithm [2], in the sense that it becomes [2] when we make the variable global, i.e., we make each function depend on all the components: $S_p = \{1, \ldots, n\}$ for all $p$. In fact, [2] is currently the most communication-efficient algorithm for (1) when the variable is global. However, it is easily outperformed by other algorithms, e.g., the gradient method, when the variable is not global [4]. This is because it makes all the nodes exchange full estimates of the variable and not just the components they are interested in, obviously using communications wastefully. The algorithm proposed here makes the nodes exchange only the components they are interested in, if the variable is connected; if it is non-connected, some nodes (Steiner nodes) will exchange some additional components, required to solve the problem. To the

![Figure 1. Networks where each node depends on a subset of components of the variable $x = (x_1, x_2, x_3)$.](image-url)
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conditions hold:

closed and convex over \(l\) namely, if \(\gamma_i^{(p)} - \rho \sum_{j \in N_i \cap V_l} x_i^{(p),k+1} - \rho \sum_{j \in N_i \cap V_l} x_j^{(j),k} \geq 0\), and \(\gamma_i^{(p)} = \gamma_i^{(p)} = \gamma_i^{(p)} + \rho \sum_{j \in N_i \cap V_l} (x_i^{(p),k+1} - x_j^{(j),k+1})\).

\[
\begin{align*}
\text{Algorithm 1} & \quad \text{Algorithm for a connected variable} \\
\text{Initialization:} & \quad \text{for all } p \in \mathcal{V}, l \in S_p, \text{ set } \gamma_i^{(p)} = x_i^{(p)} = 0; k = 1 \\
1: & \quad \text{repeat for } k = 1, 2, \ldots \\
2: & \quad \text{for } c = 1, \ldots, C \text{ do} \\
3: & \quad \text{for all } p \in \mathcal{C}_c \text{ [in parallel] do} \\
4: & \quad \text{for all } l \in S_p \text{ do} \\
5: & \quad v_i^{(p)} = \gamma_i^{(p)} - \rho \sum_{j \in N_i \cap V_l} x_i^{(j),k+1} - \rho \sum_{j \in N_i \cap V_l} x_j^{(j),k} \\
6: & \quad \text{end for} \\
7: & \quad \text{end for} \\
8: & \quad \text{end for} \\
9: & \quad \text{end for} \\
10: & \quad \text{for all } p \in \mathcal{V} \text{ and } l \in S_p \text{ [in parallel] do} \\
11: & \quad \gamma_i^{(p),k+1} = \gamma_i^{(p)} + \rho \sum_{j \in N_i \cap V_l} (x_i^{(p),k+1} - x_j^{(j),k+1}) \\
12: & \quad \text{end for} \\
13: & \quad \text{end for} \\
14: & \quad \text{until some stopping criterion is met} \\
\end{align*}
\]

best of our knowledge, this is the first time an algorithm has been proposed to solve (1) in its full generality. Even so, the proposed algorithm requires fewer communications than many previous algorithms designed for very specific cases, e.g., when all induced subgraphs are stars.

II. PROPOSED METHOD

Algorithm 1 shows the proposed algorithm for a connected variable. For a non-connected variable, the algorithm requires an adaptation which includes solving a Steiner tree problem for each non-connected component. In Algorithm 1, the nodes are synchronized according to a scheme very similar to TDMA (and thus it perfectly integrates with this protocol). More specifically, the network is colored with \(C\) colors, i.e., node \(p\) is assigned a color \(C(p)\) such that none of its neighbors \(N_p\) in the communication graph has the same color; then, nodes with the same color work in parallel, with the different colors working sequentially. At each iteration, node \(p\) solves an optimization problem (step 6) involving its private function \(f_p\). The solution to that problem is the current estimate of node \(p\) for the components \(x_{S_p}\). In step 7, these estimates are sent to the neighbors who are also interested in the same components: namely, if \(l \in S_p\) and \(j \in N_p \cap V_l\), node \(p\) sends its estimate of \(x_l\) to node \(j\). The convergence is guaranteed by:

\textbf{Theorem 1.} Let \(\mathcal{G}\) be connected and its topology fixed time-wise. Let each function \(f_p : \mathbb{R}^{n_p} \to \mathbb{R} \cup \{+\infty\}\) be closed and convex over \(\mathbb{R}^{n_p}\). Let also one of the following conditions hold: (1) the network is bipartite, i.e., \(C = 2\), or (2) each \(\sum_{p \in \mathcal{C}_c} f_p(x_{S_p})\) is strongly convex, \(c = 1, \ldots, C\). Then, the sequence \(\{x_{S_p}^{(p),k}\}_{k=1}^{\infty}\) produced by Algorithm 1, converges to \(x_{S_p}^*\), where \(x^*\) solves (1).

\section{III. EXPERIMENTAL RESULTS}

We illustrate the efficiency of Algorithm 1 on a network with 4941 nodes, representing the Western states power grid [7]. We solved an MPC problem on this network, associating to each node \(p\) a state \(x_p\) and an input \(u_p\). The interaction model we used was \(x_{p+1} = A_p x_p[t] + \sum_{j \in N_p \cup \{p\}} B_{pj} u_j[t]\), i.e., the systems represented by the nodes are coupled through their inputs, with the state at a given node being influenced, not only by its own input, but also by its neighbors’ inputs. The variable in this case is connected, and each induced subgraph is a star, thus, a very particular case of (1). Even though, as shown in Fig. 2, the proposed algorithm requires less communication steps to achieve any relative error between \(10^{-4}\) and \(10^{-4}\) than other algorithms that solve the same problem. A communication step corresponds to having all nodes transmit their current estimates to their neighbors. To our best knowledge, the algorithm in [5] is the only prior algorithm that can efficiently solve (1) when the variable is connected and the induced subgraphs are not stars. All the other algorithms, e.g., [3], [6], require additional, wasteful communications to handle that case. Our experiments show that Algorithm 1 requires always less communications to converge than [5], independently of the structure of the variable.

In conclusion, the algorithm we propose here, in addition to solving the very generic problem (1), is able to explore the structure of that problem to significantly reduce the number of required communications.
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