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Abstract—Semantic communications is a key enabler of the
Internet of Things (IoT). By focusing on the semantic meaning
of data rather than bit-level recovery, it allows intelligent agents
to communicate necessary information at much lower rates. A
promising technique for semantic communications is discrete
neural representation learning (DNRL). The main idea is to learn
discrete symbols from low-level, high dimensional sensory data,
such that each symbol is grounded to a meaningful pattern in
the sensory domain. This paper proposes a DNRL scheme that
integrates three mechanisms into a coherent framework: con-
trastive learning, sparse coding, and neural index quantization.
The proposed scheme is applied to public image datasets for
lossy image compression with a downstream classification task.
Results show that the proposed approach produces a highly
compact continuous latent representation and a semantic discrete
representation, with marginal degradation to the classification
accuracy. The interpretability and consistency of the learned sub-
symbolic discrete representations are validated by experiments of
neural-net dissection, neural-net visualization, and MaxAmp-K
classification test, a concept that we propose to evaluate classifi-
cation performance of extremely compressed signals. Finally, the
discrete representations are shown to be useful in rate-adaptive
distributed sensing applications at the low-to-medium signal-to-
noise ratios (SNR).

Index Terms—Data compression, distributed detection, image
classification, image representations, neural networks, quantiza-
tion

I. INTRODUCTION

SEMANTIC communications represents a paradigm shift
in communications. Rather than aiming at perfect trans-

mission of bits as in conventional communications, semantic
communications focus on reliable transmission of semantic or
task-relevant content. A key driving force underlying such a
paradigm shift is the proliferation of machine intelligence in
numerous applications such as consumer robotics, intelligent
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transportation, and smart manufacturing [1]–[3]. Most of these
applications are rooted in the Internet of Things (IoTs), and
are characterized by vast amounts of sensory data, which often
has to be parsimoniously represented for cost reduction, energy
efficiency, or better interpretability. These emerging demands
have motivated a recent interest in the field of semantic
communications [4]–[11].

Although there are several different definitions of semantic
communications [3]–[14], they all agree on its goal: both the
sender and receiver exploit prior knowledge about the context
of the communication, for example, its semantic meaning or
knowledge about the end-task. This enables the encoder to
embed meaningful content into the messages, and the decoder
to distill such meaning from them. Compared to the traditional
Shannon-paradigm of communications, semantic communica-
tions exhibits two distinct features that make it particularly
valuable for IoT. First, semantic encoding generates messages
with significantly lower rates compared to the original data,
allowing for more efficient utilization of network resources.
The messages can also be prioritized based on their contextual
importance, which improves power efficiency, reliability, and
latency. When combined with adaptive channel coding and
resource scheduling techniques, it also increases coverage
[15]. Second, the encoded messages embedded with semantic
meaning can be associated to a knowledge system, which en-
ables automated inference and easy human interpretation. Such
an integration of semantic communication and a knowledge
system promises intelligent, trusted network management and
service orchestration for IoT systems [16].

A key component in any semantic communication system is
a discrete symbolic system, where each symbol is embedded
with semantic meanings. There are two main approaches for
confering semantic meaning to symbols. One approach de-
fines symbols as abstract patterns/features in high-dimensional,
continuous-valued data, which is prevalent in the physical
sensing of natural signals. Finding a mapping between symbols
and sensory data is commonly referred to as the symbol
grounding problem [17], [18]. The second approach defines
symbols by relating them to other symbols, just like a dictio-
nary defines words using other words. Both classic [19]–[24]
and recent studies [4], [7]–[9] in semantic communications
have predominantly focused on the second approach, i.e., un-
grounded semantics. However, the symbol grounding problem
remains relatively under-explored in the context of semantic
communications. This problem is important for two reasons.
First, a major viewpoint in epistemology asserts that knowl-

0000–0000/00$00.00 © 2021 IEEE



2

edge is primarily rooted in sensory experience. This viewpoint
gives fundamental importance to symbol grounding as the
main route for true semantics. Second, symbol grounding is
closely intertwined with lossy compression, a central topic in
digital communication systems.

In recent years, neural representation learning (NRL) has
emerged as a powerful technique to tackle the symbol ground-
ing problem. A wealth of NRL techniques have been proposed
in the literature. Depending on whether or not semantically
labeled datasets are used during neural-net training, these
techniques can be categorized into supervised [25] or un-
supervised [26] NRLs. Supervised techniques are in general
more tractable than unsupervised ones due to the additional
information provided by the labels. Our paper addresses the
problem of semantic representation learning by means of
supervised discrete neural representation learning (DNRL).

Problem statement: We aim to explore whether and how
deep neural networks (DNNs) can be designed to solve the
symbol grounding problem. Specifically, this is known as the
problem of discrete neural representation learning (DNRL).
By using image datasets as a representative and intuitive
source of sensory data, we train a DNN to learn discrete
representations (i.e., semantic symbols) of images. The se-
mantic symbols should enable highly accurate image classifi-
cation while simultaneously being highly compact (and thus
efficiently compressable). Additionally, the discrete symbols
should exhibit certain semantic properties, including semantic
alignment [27]–[30], logical compositionality [31], [32], and
interpretability.

To contrast our work with recent standardization efforts,
for example, AI-based novel image coding (JPEG-AI) [33],
and video for machine (VCM) [34], we note that the for-
mer mainly aims at high-fidelity reconstruction of images,
while the latter considers both reconstruction and task-relevant
feature extraction. Our work does not aim at perfect recon-
struction of the source, but seeks to obtain highly compact
and semantically interpretable representations that are useful
for distributed sensing and classification tasks. Therefore, the
proposed method, when applied to image data, can be seen as
a candidate branch of the VCM standard and a complementary
extension to the JPEG-AI standard.

Our main contributions are summarized as follows.
• We propose a new neural network design that yields

highly compact and effective continuous representations. This
is achieved via a novel mask-based sparsity mechanism, which
we show is essential for transforming traditionally highly
distributed neural representations into semantically compact
representations.
• We propose novel neural quantization schemes that effec-

tively preserve semantic information during the quantization
process while achieving ultra-low and progressively adaptable
coding rates.
• We study the effectiveness with which semantic infor-

mation is embedded into a representation. To do so, we
develop a novel test called MaxAmp-K classification test,
which evaluates how semantic information is preserved under
extreme compression. This test, along with other studies of
neural network dissection and visualization, shows that the

proposed sparse contrastive neural network learns compact and
semantically interpretable representations.
•We demonstrate that the learned semantic representations,

which are highly compact and yet robust to noise and interfer-
ence, are particularly useful in distributed sensing applications.

The remainder of the paper is organized as follows. Sec-
tion II introduces a continuous neural representation learning
scheme, which lays a foundation for the discrete neural
representation learning scheme proposed in Section III. Ex-
perimental results and discussions are provided in Section IV.
Finally, conclusions are drawn in Section V.

II. CONTINUOUS REPRESENTATION LEARNING

The discrete neural representation learning (DNRL) prob-
lem consists of designing DNNs that output discrete semantic
meaningful representations. However, using discrete variables
in DNNs has proven challenging due to their discontinuity
and thus undefined gradients [35]. To tackle this problem,
DNRL typically consists of two phases. The first phase learns
a good continuous representation as the baseline, followed by
a second phase of discretization and refinement.

This section focuses on the first phase, continuous neural
representation learning in a supervised setting. In particular,
we consider a labeled image dataset and a classification
task. The problem of image semantic representation has been
investigated for high-level tasks such as event understanding
[36], [37], in which classification is a fundamental function.
We introduce two independent mechanisms that contribute
to learning better semantic representations: supervised con-
trastive learning and mask-based sparse coding. These two
mechanisms are then compared with their classic counterparts,
namely cross-entropy based supervised learning and feature-
based sparse coding, respectively.

A. Supervised training and contrastive learning

We consider two paradigms for the supervised training of
a DNN. The first is classic end-to-end supervised learning,
which uses cross-entropy as a loss function. The second is
supervised contrastive learning.

1) Classic end-to-end supervised learning: This approach
focuses on the output of the task network and optimizes all
of its sub-components based on the final output. As a result,
intermediate representation layers and final classifier layers are
optimized jointly.

Let M = {mi,mi}Ni=1 represent a batch of data consisting
of N images mi ∈ {0, . . . , 255}3×H×W and respective labels
mi ∈ [0, 1]O, where H×W are the dimensions of the images
(with 3 color channels), and O the number of classes. The
semantic encoder (representation learning module) is denoted
as Sα(·), while the semantic decoder (classification module)
is denoted as S−1

γ (·). The encoder encodes each input sample
m into a feature vector X = Sα(m), which is subsequently
used by the semantic decoder to generate the categorical output
m′ = S−1

γ (X).
The cross entropy loss function is defined as

Lce = − 1
N

N∑
i=1

mi log(m
′
i) + (1−mi) log(1−m′i). (1)
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2) Supervised contrastive learning: Supervised contrastive
learning is a recent paradigm for representation learning
[29]. The main idea is to align the representation vectors of
semantically-similar data in latent space. For an input batch
of data M, data augmentation techniques are first applied to
obtain two similar copies of the batch. The data augmentation
function is denoted as Aug(·). Both copies are then propagated
forward through the encoder network (denoted as Sα(·)) to
obtain a normalized embedding. During training, this represen-
tation is further propagated through a projection network [28],
[29], which projects the data onto a lower dimensional space
to speed up training. The projection head is denoted as proj(·).
The supervised contrast loss is calculated based on the output
of the projection network. However, during inference, once the
network is trained, the projection network is discarded.

For each input sample m, random samples m
′
=Aug(m)

are generated through the data augmentation function. The
encoder encodes the sample m

′
into a feature vector X =

Sα(m
′
), and the projection head encodes the feature into a

vector z=proj(X). Given a batch of N raw images and corre-
sponding labels {mi,mi}Ni=1, the output of data augmentation
consists of 2N pairs of images, which are used for training.

When the network implemented by the encoder is a CNN,
the feature map it computes is a tensor X ∈ RC×H×W with C
channels and spatial dimensions H and W (height and width).
Thus, the total feature size is Nf = C × H × W . These
features are the input to the task network, e.g., classification.
In a communication scenario, the encoder is located at the
transmitter end, while the task network is located at the
receiver end.

The supervised contrastive learning (SCL) loss function is
[29]

Lscl =
∑
i∈M

−1
|H(i)|

∑
h∈H(i)

log
exp(zi · zh/τ)∑

a∈A(i)

exp(zi · za/τ)
, (2)

where · represents the dot product, τ is a temperature hyper-
parameter, and A(i) ≡ M\{i}. The index i is called the
anchor, H(i)≡ {h ∈ A(i) : mh = mi} is the set of indices
of all images in M with the same label as image mi (but
excluding i) and |H(i)| is its cardinality.

As (2) imposes constraints on the latent space representa-
tions, the representations learned by SCL perform well across
several downstream tasks. For example, in a classification task,
the classifier should be trained separately from the encoder.
This can be done by fixing the SCL encoder and training the
classifier using cross-entropy (1).

3) Approximation and interpretation of SCL loss: A simple
framework for contrastive learning was originally proposed in
[28] and its underlying mechanisms were studied in [30]. SCL,
as an extension of contrastive learning, was initially proposed
in [29] to handle labelled data as additional information. We
now offer an intuitive interpretation of the SCL loss based
on an approximation of the log-sum-exp (LSE) function.
The LSE function is defined as LSE(x1, x2, . . . , xN ) =
log
∑N
i=1 expxi and is a differentiable approximation to the

Fig. 1. Architecture of neural representation learning with mask-based
sparsity constraint. ◦ stands for the Hadamard product.

maximum function. That is, for any t > 0,

1
t LSE(tx) > max {x1, . . . , xN}
1
t LSE(tx) ≤ max {x1, . . . , xN}+ log(N)

t .
(3)

Applying the above inequalities to (2) yields

Γ < Lscl < Γ + log(2N), (4)

where

Γ =
1

τ

∑
i∈M

1

|H(i)|
∑

h∈H(i)

[
max
a∈A(i)

(zi · za)− zi · zh
]

=
1

τ

∑
i∈M

 max
a∈A(i)

(zi · za)− 1

|H(i)|
∑

h∈H(i)

zi · zh

 . (5)

The term containing the max operator computes the min-
imum angle between an anchor and its nearest neighbour
(Note that the latent vectors z is normalized to locate on a
hypersphere), while the right term represents the average angle
between an anchor and other samples within the same class.
Minimizing the left term encourages all the latent vectors to
be as spread out (over the unit hypersphere) as possible. Max-
imizing the right term, in turn, encourages the latent vectors
associated to the images of the same class to be as close as
possible. The combined effect of the two terms produces the
overall dispersive yet semantically clustered representations in
the latent space.

B. Sparse coding

Neural networks tend to learn distributed representations,
in the sense that features in deeper layers capture abstract
concepts. Adding sparsity constraints has the potential to
improve semantic representation learning by encouraging the
network to transform low-level features into high-level abstract
features. Sparse coding techniques have been effectively ap-
plied to auto-encoders and variational auto-encoders (VAE)
[38] as a soft bottleneck of the neural network. In this paper,
we consider three different types of sparsity constraints.



4

1) Feature-based sparse coding: Classic methods directly
impose sparsity on the features extracted by a DNN backbone,
using the `1-norm as a tractable approximation to the `0-norm.
Specifically, if F denotes the features extracted by a DNN
backbone, the sparsity loss is

Lfeature = ||F||1, (6)

where the `1-norm applies to the vectorization of F, i.e., it is
the sum of the absolute values of all of its entries.

2) Mask-based sparse coding: We propose an alternative
method, which we name mask-based sparse coding. The main
idea is illustrated in Fig. 1, in which an additional branch is
added to the network (for convenience, called mask-net) to
compute a mask based on each input feature. Here, input data
is denoted as M. The DNN backbone, denoted as fs(·), maps
the input data into a feature vector F = fs(M) ∈ RC×H×W .
The proposed mask-net, denoted as fA(·), outputs a feature-
dependent mask given by Fmask = fA(F) ∈ RC×H×W . The
final output that is fed into to the classifier is X= F ◦ Fmask,
where ◦ stands for Hadamard product. We train the DNN
backbone fs(·) and the mask generating network fa(·) jointly.

In contrast with feature-based sparse coding, we impose
sparsity on the mask, rather than on the features:

Lmask = ||Fmask||1. (7)

The proposed mask-based sparse coding yields a different
behavior feature-based sparse coding. In particular, when fA(·)
is a simple network with limited capacity, the network tends
to reduce the overall dimension of the effective features by
using a small masking window. This is because a simple
network struggles to capture the complex variations of the low-
level features and selects instead the most informative features.
Thus, it tends to learn a fixed-size masking window with small
dimensions. This window gradually eliminates unimportant
semantic representations over the course of training and forces
the representation to focus on a small number of “effective
features”. According to the auto-encoder literature [39], there
are two common approaches to design bottleneck layers. One
is to limit the number of hidden units in an intermediate layer,
while the other is to impose a sparsity constraint on a large
number of units. The proposed mask-based sparsity technique
is thus a combination of both approaches, blending sparse
feature selection and dimensionality reduction.

It can also be argued that, compared with feature based
sparse coding using `1-norm, the proposed mask-based method
provides a better approximation to the `0-norm of X because
it does not directly depend on the magnitudes of X.

3) Weighted sparse coding: It is possible to combine the
above two sparse coding techniques to yield a new loss, called
weighted sparse coding, given by

Lws = ||Fmask ◦ F||1. (8)

(8) with properly selected weights Fmask. To motivate this new
loss, it is important to note that, theoretically, a weighted `1-
norm ‖Fmask ◦F‖1 with appropriately selected weights Fmask

can approximate the `0-norm ‖F‖0 better than a simple `1-
norm ‖F‖1 [40]–[42]. Indeed, in the sparse approximation

Fig. 2. Implementation of the mask-net for sparsity constraint.

literature [40]–[42], the optimal weights are a function of
the optimal vector/matrix: (F?mask)ij = 1/F?ij . Our approach,
which computes the weights Fmask = fA(F) as a function of
F, can then be interpreted as approximating a weighted `1-
norm.

4) Implementation of mask-net: Different types of neural
networks can be implemented as the mask-net. Here, we adopt
a network with a structure similar to the one in [43]–[45], as
illustrated in Fig. 2. Our structure draws on the strengths of
the previous work by using two down-sampling structures in
parallel. Two tensors, Favg ∈ RC×1×1 and Fmax ∈ RC×1×1
are generated by performing maximum and average pooling on
F ∈ RC×H×W , respectively. A shared MLP layer is then used
to reduce the dimension of Favg and Fmax to RC/2×H×W .
Finally, the mask is obtained by concatenating the two MLP
outputs and applying the ReLU activation function.

5) Gradient analysis: The underlying differences of the
above three sparse coding techniques can be clarified by
performing a gradient analysis on the sparsity loss terms with
respect to the final layer of output latent representation. Note
that for feature-based sparsity coding, the final output is F, as
there is no mask-net. For the other two sparsity codings, the
final output is X. We have

∂Lfeature

∂F
= sign(F) (9)

∂Lmask

∂X
=
∂Lmask

∂F
· ∂F
∂X

=
sign (fA(F)) ◦ ∂fA(F)

∂F
∂fA(F)
∂F ◦ F + fA(F)

(10)

∂Lws

∂X
= sign(X). (11)

Note that the entries of F and X are non-negative due to
the ReLU functions before the output of backbone and mask-
net. As a result, the partial derivative of the feature sparsity
and weighted sparsity tends to be uniform across all active
dimensions. On the contrary, mask-based sparsity tends to
produce uneven derivatives. Such a flexibility is beneficial for
sparsity purpose as activation trade-offs are allowed across
different dimensions.

C. Combination of methods

The above sparsity coding and supervised learning methods
can be used in combination, leading to

Loss = Lbasic + λ · Lsparse, (12)

where Lbasic can either be the contrastive learning loss defined
in (2) or the cross-entropy loss in (1), and Lsparse can
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Fig. 3. Ordered distribution of neuron activation probability (CIFAR100
data set). The triangle represents the precision of each loss, while the 2σ line
indicates the probability of activation exceeding the 2σ confidence level.

Algorithm 1 Training of CE-MS
Input: A batch of data M
Output: Encoder network parameters α, classifier network

parameters γ
// Training

1: while Stopping criterion is not met do
2: Sample a batch of data m
3: Encoder encodes m into X. Classifier decodes X into

Target
4: Calculate loss LCE−MS by (12)
5: Update α ←− Gradient descent ( α, LCE−MS )

Update γ ←− Gradient descent ( γ, LCE−MS )
6: end while

// Finish training
7: Return the parameters α and γ

either be the feature-based sparsity defined in (6), mask-based
sparsity in (7) or weighted sparsity in (8). The performances
of different combinations will be evaluated and compared
in Section V. Here, λ is a hyper-parameter that controls
the weight of sparsity constraints. The backbone DNN can
have an arbitrary structure, e.g., VGG [46], Resnet [47], or
Transformer [48], etc. For mask-based sparse coding, we
train the backbone DNN and mask-net jointly. The training
procedures of cross-entropy learning with mask-based sparsity
(CE-MS) and contrastive learning with mask-based sparsity
(CL-MS) are described in Algorithms 1 and 2, respectively.
The stopping criterion on both algorithms is based on the loss
function not decreasing enough for a few epochs. Specifically,
the training stops whenever the loss does not decrease during
five consecutive epochs.

To further illustrate the degree of sparsity in learned
representations, Fig. 3 shows the ordered neural activation
probabilities of different schemes and for different values of
λ. Specifically, it shows in order of decreasing magnitude the
active (i.e., non-zero output) probability of each neuron over
the CIFAR100 validation set. We can see that the proposed
mask-based sparsity mechanism can effectively reduce the

Algorithm 2 Two-stage Training of CL-MS
Input: A batch of data M
Output: Encoder network parameters α, classifier network

parameters γ
// Encoder training

1: while Stopping criterion is not met do
2: Sample a batch of data m
3: Encoder encodes m into X.
4: Calculate loss LCL−MS by (12)
5: Update α ←− Gradient descent ( α, LCL−MS )
6: end while

// Finish training
//Classifier network training

7: while Stopping criterion is not met do
8: Freeze encoder parameters α
9: Classifier decodes X into Target

10: Calculate loss LCE by (1)
11: Update γ ←− Gradient descent ( γ, LCE )
12: end while

// Finish training
13: Return the parameters α and γ

number of active neurons, leading to a compact representation
via “effective features”. Moreover, the hyperparameter λ can
control the degree of sparsity in CL-MS.

III. DISCRETE NEURAL REPRESENTATION LEARNING

Discrete representation learning is a crucial step towards our
goal of semantic symbolic grounding. There are two common
paradigms for quantization: scalar quantization [49]–[51] and
vector quantization [35], [52], [53]. Scalar quantization is
typically ineffective in terms of compression performance
[11]. Vector quantization requires building an extra dictionary,
which may undermine the semantic aspect of the representa-
tion generated by the encoder. In particular, disentangled latent
representations may become entangled. We propose a new
neural quantization scheme called neural index quantization,
which not only requires fewer bits than scalar quantization,
but also has better semantic properties.

A. Neural index quantization

As shown in Fig. 3, the integration of SCL and mask-based
sparsity leads to very compact continuous representations. This
motivates us to propose a class of quantization schemes called
neural index quantization, which consist of two steps. The first
step is to select a subset of K useful neural indices based on
a certain criteria, followed by a second step of conventional
scalar quantization on the selected indices. The output of other
neurons are discarded and assigned zero value by default. Two
criteria for index selection are proposed below.

1) MaxPro-K quantization: This scheme selects the K
neuron indices that have the highest activation probability
over the training data set. The underlying assumption is that
semantic information of the entire data set is mostly preserved
in a small number of highly-active neurons. In other words,
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we apply a fixed mask to X, according to the activation pattern
over a test dataset. More precisely, we compute the set

K = {i | P (i) > χ, i ∈ {1, 2, . . . , Nf}} , (13)

where P (i) is the empirical activation probability of the ith
neuron over the tested dataset, χ is a predefined threshold,
and K = |K|. Taking the results shown in Fig. 3 for example,
at χ = 95.45 (i.e., the 2σ percentile), the value of K for
CL-MS (λ = 1e-5) and CE-MS (λ = 1e-5) is 48 and 374,
respectively. Clearly, this scheme is only useful when the
continuous representations are compact.

2) MaxAmp-K quantization: This scheme selects the K
neuron indices that have the largest output amplitude for
a given input. The underlying assumption is that semantic-
information of an input is mostly preserved in a small number
of active neurons with large outputs. In practice, K can be
as small as one. This scheme is therefore useful when the
continuous representations are sparse. We note that in our
context, sparsity and compactness are two different concepts.
The former refers to the total number of active neurons for
a fixed input, while the latter refers to the number of highly
active neurons over a dataset.

B. Existing evidence for neural index quantization

The neural index quantization schemes proposed above rely
on the assumption that the semantic information of a dataset
can be preserved by a number of highly active neurons. This
assumption is supported by a wide range of studies including
artificial neural network dissection (e.g., [54]) and bio-inspired
neural networks such as spiking neural networks (SNNs) [55].
These studies have consistently demonstrated that specific
neurons within a neural network often encode distinct and
semantically meaningful information.

Neural network dissection studies have shown that in
well-trained artificial neural networks such as CNNs, certain
neurons may exhibit a high degree of specialization (e.g.,
[54]). These specialized neurons tend to respond selectively to
specific features or concepts in the input data. In essence, they
effectively encode and preserve specific semantic information.

In addition, bio-inspired SNNs (e.g., [55]), promoted as the
third-generation artificial neural networks, also provide com-
pelling empirical support for the assumption. Inspired by the
functioning of the brain, SNNs build on spiking neurons and
temporal coding. They perform tasks such as classification by
having a small set of neurons represent complex information
via temporal firing patterns.

In summary, the assumption on which neural index quanti-
zation relies, i.e., that semantic information in a dataset can be
captured by a small number of highly active neurons, is well
supported both by studies of conventional neural networks and
by SNNs.

C. Bandwidth analysis

We can measure the average bandwidth of neural quantiza-
tion schemes as bits per input sample. Bandwidth is charac-
terized by three parameters: the total number of dimensions

Nf , the number of selected indices K, and the number of
quantization bits n.

Assuming a 32-bit floating point representation, the number
of bits (bandwidth) for a learned continuous representation is

Bcontinuous = Nf · 32. (14)

For neural index quantization, the bandwidth is

Bneural = log2 CKNf +K · n, (15)

where the first term corresponds to log2 CKNf is the number
of bits required to encode the K (out of Nf ) selected indices.
The second term, which represents the number of bits required
to encode each dimension, scales linearly with K.

IV. EXPERIMENTS

We now describe experiments designed to evaluate the
performance of the proposed representation learning schemes.
We focus on classification tasks, which involve the control of
semantic compression and transmission [56], [57].

To achieve this, we adopt convolutional neural networks
as the underlying DNN backbone. Specifically, we implement
fs(·) in Fig. 1 with a ResNet50 [47], which outputs a vector
representation with size 2048, i.e., H = W = 1 and
C = Nf = 2048. Three public datasets (MNIST, CIFAR10,
CIFAR100 [58]) are used for supervised representation learn-
ing and image classification tasks.

For the method employing the cross-entropy (CE) loss, the
initial learning rate is set to 0.02, and the batch size to 64. For
the contrastive learning (CL) method, these two parameters are
set to 0.05 and 32, respectively, and the temperature parameter
τ is set to 0.07. We use the SGD optimizer with a momentum
parameter of 0.9 and weight decay 1e−4.

A. Performance of CL-MS

We perform an ablation study by using the six methods
mentioned in Section II, namely cross-entropy learning (CE),
contrastive learning (CL), cross-entropy learning with mask-
based sparsity (CE-MS), contrastive learning with mask-based
sparsity (CL-MS), contrastive learning with weighted sparsity
(CL-WS) and contrastive learning with feature-based sparsity
(CL-FS). Three performance metrics are considered. Apart
from classification accuracy, we introduce two additional
metrics to assess the sparsity of the learned representations.
The first metric is N1, the number of features that become
active at the 2σ confidence level over all tested samples,
which corresponds to the number of features with an activation
probability greater than 0.045 over the entire test set. In other
words, this metric measures the overall compactness of the
representation. The second metric is N2, which is the average
number of features activated by a single sample.

Table. I shows the results. We make the following observa-
tions. First, CL outperforms CE in classification accuracy by a
small margin in all the three datasets. This validates CL as an
effective representation learning method. However, vanilla CL
and CE all have large numbers of active features N1(2σ) and
N2, which means they learn highly distributed representations
that defy semantic interpretation.
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TABLE I
EXPERIMENTAL RESULTS OF CONTINUOUS REPRESENTATION LEARNING

METHODS

DataSets Methods N1(2σ) N2 Accuracy

MNIST CE 2048 2030.50 99.50%
MNIST CL 2048 2028.60 99.56%
MNIST CL-FS(λ = e−5) 1884 1415.50 99.21%
MNIST CL-WS(λ = e−5) 136 59.65 99.35%
MNIST CE-MS(λ = e−5) 26 12.69 99.48%
MNIST CL-MS(λ = e−5) 2 2.00 99.56%

CIFAR10 CE 2048 2032.60 95.00%
CIFAR10 CL 2048 1958.40 96.00%
CIFAR10 CE-MS(λ = e−5) 138 65.85 92.50%
CIFAR10 CL-FS(λ = e−4) 1102 347.56 94.90%
CIFAR10 CL-FS(λ = e−5) 2048 136.50 95.10%
CIFAR10 CL-FS(λ = e−6) 2048 1723.56 94.88%
CIFAR10 CL-WS(λ = e−5) 434 121.26 90.50%
CIFAR10 CL-MS(λ = e−4) 4 2.29 94.81%
CIFAR10 CL-MS(λ = 5e−5) 8 5.36 95.00%
CIFAR10 CL-MS(λ = e−5) 16 11.20 95.25%
CIFAR10 CL-MS(λ = e−6) 234 116.19 95.00%

CIFAR100 CE 2048 1952.05 72.03%
CIFAR100 CL 2048 1527.96 74.50%
CIFAR100 CL-FS(λ = e−5) 2048 1314.41 73.00%
CIFAR100 CL-WS(λ = e−5) 1936 1284.26 60.35%
CIFAR100 CE-MS(λ = e−5) 374 312.20 68.58%
CIFAR100 CL-MS(λ = e−5) 48 33.60 73.02%

Second, CL-MS outperforms CL-FS in the CIFAR10
dataset, with varying values of sparsity parameter λ. Both
methods achieve similar accuracies. However, the compactness
and sparsity performance of CL-MS is significantly better
than CL-FS in all datasets. This validates the advantage of
the proposed mask-based sparsity method over the conven-
tional feature-based sparsity method. As expected, sparsity
performance improves with increasing λ. As the difficulty
of the task increases, i.e., when the dataset becomes more
complex (going from MNIST, to CIFAR10, to CIFAR100),
the performance of CL-WS gradually deteriorates, which is
evident in the observed decline of its performance.

Third, CL-MS is shown to outperform CE-MS in all
the datasets. CL-MS not only has better accuracy, but also
achieves much better performance in compactness and sparsity.
This means that the proposed combination of contrastive
learning and mask-based sparsity concentrates semantic infor-
mation into a compact representation.

Fourth, the value of hyperparameter λ, which weighs the
sparsity constraint, has a direct impact on the performance
of CL-MS. The experiments on CIFAR10 show that the
compactness of representations increases monotonically with
increasing λ. This corroborates the neuron activation proba-
bility results shown in Fig. 3. However, in practice, the neural
network may not converge if λ is too large. On the other hand,
regarding classification accuracy, there is an optimal value of
λ. In Table I, the best accuracy of CL-MS on CIFAR10 is given
by λ=1e-5, outperforming two other benchmarks at λ=5e-5
and λ=1e-6 by 0.25%. This suggests that in practice, the value
of λ could be empirically optimized given targeted bandwidth
(related to representation compactness) and task performance

TABLE II
THE COMPUTATIONAL PARAMETERS AND FLOPS

Methods Network parameters (M) GFLOPs

CL 23.5 2.62
CE 23.5 2.62

CL-FS 23.5 2.62
CL-MS 25.6 2.63
CE-MS 25.6 2.63

(e.g., classification accuracy). To this end, automatic DNN
hyperparameter tuning methods proposed in the literature [59],
such as Bayesian model based approach [60] or grid search
approach [61], can be potentially applied.

Overall, if we compare CL-MS and CL quantitatively, we
can see that the dimension of useful representations (i.e.,
effective features) is reduced by a factor around 100, at a cost
of reducing the classification accuracy by 0.75 %. The highly
compact representation of CL-MS translates into significant
gains in bandwidth in a communication system.

B. Computational complexity

The computational complexity of an encoder can be mea-
sured in terms of the number of network parameters and giga
floating-point operations (GFLOPs). The complexity of CE,
CL, CE-MS, CL-MS, and CL-FS encoders used in our exper-
iments are compared in Table. II. We can see that mask-based
sparsity only incur marginal increase in complexity compared
to other baselines. In practice, neural network models are first
trained on a specific dataset in an offline fashion. The resulting
network is then deployed and can be further optimized by fine-
tuning network parameters online.

C. Bandwidth and classification accuracy with different rep-
resentations

Table. III compares the classification accuracy of continuous
and quantized representations. All discrete quantizations are
based on the same continuous representation learning scheme
CL-MS with H=W=1(Dimensions of the output represen-
tations). For the scalar quantization, we apply the straight-
through estimator (STE) technique as introduced in [50]
and use n=3 bits for each scalar value. For the MaxPro
quantization, we set K=N1(2σ)=48 based on the probabilistic
interpretation as described by Eqn (13). Each of the K selected
dimensions is then quantized with full accuracy of 32 bits.
For the MaxAmp scheme, we set K=3 experimentally, a
value that yielded satisfactory accuracy performance. We note
that smaller value at K=1,2 are later tested in Table. IV
to investigate the performance under extreme compression.
Finally, the MaxProAmp scheme inherits the same parameter
settings of MaxPro and MaxAmp. The CIFAR100 dataset
is used for classification. We can see that with comparable
bandwidth, the accuracy of MaxPro is slightly worse than that
of the scalar quantization scheme, by 0.22%. MaxAmp, on
the other hand, achieves a reduction in bandwidth by a factor
over 50-fold, with only 1.77% decrease in accuracy. Finally,
in the combined MaxProAmp scheme, the accuracy decreases
by 7.16%, but the bandwidth is reduced by nearly 100 times.
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TABLE III
EXPERIMENT RESULTS ON BANDWIDTH AND LINEAR CLASSIFIER PERFORMANCE ANALYSIS

Methods Bandwidth estimation formula Accuracy(%) N1(2σ) n Actual bandwidth

CL N1(2σ)*32 74.50 2048 32 bits 65,536 bits
Scalar quantization N1(2σ)*n 73.27 578 3 bits 1734 bits
Max Pro(K=48) log2 C

K
N1(2σ) +K ∗ n 73.05 48 32 bits 1536 bits

Max Amp(K=3) log2 C
K
N1

+K ∗ n 71.50 2048 1 bit 34 bits
Max ProAmp(K=3) log2 C

K
N1(2σ) +K ∗ n 66.11 48 1 bit 18 bits

TABLE IV
EXPERIMENTAL RESULTS ON MAXAMP-K CLASSIFICATION TEST

Methods Naive Bayesian(%) Decision Tree(ID3)(Maxdepth=21,80)(%) Linear Classifier(%) SVM(%) Random Forest(%)

K = (1, 2, 3) K = (1, 2, 3) K = (1, 2, 3) K = (1, 2, 3) K = (1, 2, 3)

CL-MS(λ = e−5) 36.66 64.92 70.00 18.15(36.66) 57.58(68.30) 66.92(69.85) 36.50 68.80 71.50 36.70 68.31 71.05 36.47 68.49 70.96
CL-MS(λ = 5e−6) 58.99 65.93 66.41 16.18(51.69) 36.29(65.59) 45.07(65.81) 59.02 67.15 68.23 64.41 66.80 67.02 64.44 67.07 67.63
CE-MS(λ = e−5) 22.71 38.36 45.68 10.93(20.89) 19.72(36.28) 26.29(40.16) 22.80 35.62 45.67 29.94 42.76 45.19 29.93 40.74 43.00

CL 50.12 65.65 69.17 11.53(28.14) 18.51(46.06) 24.37(52.80) 48.39 61.36 69.24 39.57 64.88 68.20 50.55 64.31 67.57
CE 25.61 41.09 48.80 11.14(22.11) 21.24(37.22) 27.02(40.68) 25.78 39.27 48.02 25.66 40.37 47.72 25.63 39.57 45.52

Fig. 4. Classification accuracy as a function of the SNR of latent represen-
tations.

D. Effects of noise impairment

In a communications scenario, noise and distortion during
transmission may impair the encoding of semantic informa-
tion. Fig. 4 investigates the reliability of semantic representa-
tion subject to noise. Our experiment consists of three steps:
1) Encoders and classifiers for different coding schemes are
trained without noise on the CIFAR100 dataset; 2) Gaussian
white noise is introduced into the vector representations of
different coding schemes. For quantization schemes, the vector
takes discrete values. For example, for 1-bit quantization
(n = 1), each entry of the vector is either 0 or 1. The power
of the vector is normalized to 1, and additive Gaussian white
noise with varying signal-to-noise ratio (SNR) is applied.
3) The impaired vector representation is used to evaluate
classification accuracy. This experiment thus simulates random
impairments at the representation level.

Fig. 4 shows that the MaxPro quantization scheme has
the best performance in terms of noise resilience, followed
by MaxAmp, which shows almost the same performance as
CL. On the contrary, performance of the traditional scalar

quantization scheme (n = 3) is much worse compared with
the two proposed neural index quantization schemes. As the
proposed schemes yield sparser representations, these results
imply that semantic information is more robust to noise than
conventional, distributed representations.

E. Test on different classifiers for interpretability

So far, we have demonstrated that the proposed neural
network designs effectively learn a compact and discrete
representation. In practice, the representation learning network
can be deployed as the source encoder at the transmitter
end, while the classification network can be deployed as the
decoder at the receiver end. The latent vector, or learned
representation, is the information that should be transmitted
across the channel. A compact representation is obviously
beneficial in this scenario, as lower bit rates can be readily
converted into performance gains in power consumption [62],
link reliability [63], and coverage [64].

We propose a test called MaxAmp-K classification test
for quantitative evaluation of semantic embedding quality
in different representations. Our test includes three simple
steps. The first step is to apply 1-bit quantization to the
representation under test. Therefore the original representation
is converted into a binary representation. The second step is
to train a classifier on that binary representation to perform
the original classification task. In particular, decision trees
and naive Bayesian classifiers are preferred because they are
highly interpretable. A simple linear classifier can also be used
for performance benchmark. Finally, the trained classifier is
applied to samples in the test set and the classification accuracy
is measured.

The MaxAmp-K test is based on the hypothesis that the
activation of a feature unit corresponds to the observation of
a useful conceptual entity, or symbol. This hypothesis is sup-
ported by a number of empirical studies [55], [65]. Moreover,
the combination composition of the observed symbols can be
used to make one-step logical (binary) inference on the label.

Table. IV shows the results of the above tests for CE,
CL, CE-MS and CL-MS using the CIFAR100 dataset.
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Fig. 5. The activation pattern of different feature units to different categories.

We have the following observations. First, CL significant-
ly outperforms CE in all types of classifiers, indicating
the fundamental importance of contrastive learning to learn
semantically-meaningful representations. Second, CL-MS out-
performs CL on linear classifiers, Naive Bayesian, decision
trees (Maxdepth=21,80), support vector machines (SVM), and
random forests (Subtrees=100). Moreover, when λ is properly
selected, CL-MS achieves better performance than CL for
small values of K. This shows that the proposed sparsity
mechanism also has a positive role in encouraging semantic
embedding.

F. Visualization of spatial attention

Apart from the proposed MaxAmp-K test, visualization
techniques can also be used to interpret the semantic em-
bedding in a representation. To understand whether and how
semantic information is captured by individual neural units, we
investigate how an individual neural unit at the last layer of the
network (i.e., an individual feature, or channel) activates under
different inputs. Using a neural network trained under the
CIFAR10 dataset, Fig.5 shows how an individual unit/feature
responds to an image. For example, the 1588th feature is
primarily responsible for the category ‘ship’, as it outputs
a significantly stronger response for the ship category than
other categories. This phenomenon can also be seen for other
features. These findings show that the compact representation
generated by CL-MS can indeed reflect high level patterns or
abstract symbols. More importantly, this is achieved without
a classifier.

G. Study of network dissection

Using the network dissection tools used in [65]. Fig. 6
shows the classification accuracy when the features/units are
removed one by one. Specifically, two neural networks are
trained for the CIFAR10 dataset. Out of a total number of 2048
of features, a total of 16 and 8 effective features are identified
when the hyper-parameter λ is configured to 5e-5 and 1e-5,
respectively. As shown in Fig. 6, the classification accuracy
using only these effective features are almost identical to

Fig. 6. Test accuracy after sequential removal of semantic symbols.

(a) Default seed

(b) Seed 117

Fig. 7. (a) and (b) represent the accuracy rates of each class for models
obtained under different initial conditions after the removal of individual
semantic symbols.

results using all the 2048 features. This means classification-
related semantic information are fully captured by effective
features. When effective features are removed one by one,
the classification accuracy reduces gradually. This means most
effective features carry certain amount of unique semantic
information. We can see that the number of effective features
can be controlled by the value of hyper parameter λ. We leave
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TABLE V
CLASSIFICATION ACCURACY IN DISTRIBUTED SENSING WITH DIFFERENT DATA FUSION SCHEMES (ACCURACY WITH NODE NUMBERS (1, 2, 3, 4))

Dataset SNR(dB) CL(65,536bits)(%) Max Pro(128bits)(%) Max Amp(13bits)(%) Decision(4bits)(%)
CIFAR10 0 20.32 21.51 23.80 23.95 10.52 11.21 12.33 13.21 13.12 14.31 14.45 14.49 9.24 9.36 9.59 9.79
CIFAR10 6 29.73 33.12 39.50 40.15 16.44 17.35 21.53 22.79 15.66 18.08 20.29 20.35 13.01 13.25 13.39 13.80
CIFAR10 12 58.58 64.36 65.44 68.49 45.22 47.16 49.41 51.58 35.21 41.96 44.59 46.94 29.68 29.95 31.00 31.35
CIFAR10 18 82.42 86.07 86.24 88.80 81.16 82.42 82.68 84.32 71.44 77.16 79.06 80.23 70.55 70.97 72.77 72.96
CIFAR10 24 91.55 92.64 93.09 93.28 91.39 91.44 91.79 91.88 81.66 85.59 87.42 90.00 89.58 90.08 90.36 90.59

CL(65,536bits)(%) Max Pro(1536bits)(%) Max Amp(34bits)(%) Decision(7bits)(%)
CIFAR100 0 1.97 2.96 4.20 4.26 1.32 2.12 2.90 3.47 1.20 1.90 2.50 2.71 0.86 0.92 1.13 1.03
CIFAR100 6 5.83 8.07 9.13 12.53 4.51 4.81 6.00 7.27 4.25 4.33 4.57 4.85 1.50 1.52 1.57 1.71
CIFAR100 12 14.59 17.52 20.10 20.84 10.90 14.50 17.31 18.84 10.30 12.64 14.16 15.25 5.91 6.13 6.25 6.55
CIFAR100 18 36.75 40.39 40.63 41.28 34.69 39.89 40.42 41.26 31.87 35.71 37.67 39.00 25.18 25.63 26.28 26.81
CIFAR100 24 59.19 61.07 62.12 63.07 58.57 61.03 61.97 63.02 55.24 58.83 59.85 61.00 53.19 53.29 54.18 54.76

the study of optimally selecting λ for future work.

H. Semantic consistency across different networks

We now perform neural network dissection and show how
the proposed methods attain semantic consistency (or invari-
ance). In the same way that different human brains agree
on fundamental semantic concepts, different neural network
architectures should also agree on the fundamental semantic
features of a dataset, i.e., achieve semantic consistency. In
Fig. 7, the x-axis shows the indices of (shortlisted effective)
neurons that are artificially removed. For example, in Fig. 7(a),
817 on the x-axis means that the 817th neuron is removed
from the representation before classification. The result is that
the classification accuracy of images of trucks drops to nearly
zero. In contrast, the classification accuracy of the images of
the other classes remains unchanged. This phenomenon sug-
gests that the 817th neuron in Fig. 7(a) captures the defining
features of “trucks”. Fig.7(b) shows the same DNN trained
with another random seed. The resulting network model and
indices of effective neurons are completely different. However,
and quite interestingly, one can easily identify the 1651th
neuron in Fig. 7(b) as the unique “trucks” feature neuron.
We can say that the 817th neuron in Fig. 7(a) and the 1651th
neuron in Fig. 7(b) have semantic consistency. Similar degrees
of consistency can be easily observed for the other classes.

To quantitatively evaluate the similarity of learned repre-
sentations using different random seeds, we perform singular
value decomposition (SVD) on the index-accuracy matrices
whose entries are visualized in Fig. 7 (a) and (b). Specifically,
we apply the SVD to decompose the product of the index-
accuracy matrix and its transpose. We then calculate the cosine
similarity of the principal component vectors obtained from
SVD. This allows us to assess the degree of difference between
representations trained with different random seeds. For the
results shown in Fig. 7, we obtain a cosine similarity of 0.99,
indicating a high level of similarity between the two represen-
tations learned from different random seeds. This property of
semantic invariance is a very desirable property for semantic
representation learning as it yields a clear interpretation of the
representation.

I. Application to distributed sensing

Finally, we consider the potential application of semantic
communications to distributed sensing. In our setup, a sensing

node captures an independently-distorted version of a source
(image in this case), processes and quantizes it to yield binary
representation (i.e., bit stream), which is in turn transmitted
over lossless communication channels to a Fusion Center (FC)
for image classification. The CL-MS scheme is adopted for
continuous representation learning. Additive Gaussian noise
at different SNR levels is added to the image to simulate
distortion.

Four data fusion schemes are considered. The first scheme
is decision fusion, in which each sensing node performs
classification locally and transmits its decision. A majority-
voting mechanism is then applied by the FC to make the
final decision. The three remaining schemes consist of feature-
based fusion. Among them, one conventional scheme is full
feature fusion, which transmits the entire CL-MS continuous
representation with double-precision floating point represen-
tation. This scheme requires the most bits but achieves the
best precision. These schemes represent two extremes. In
between we consider the two neural quantization schemes
proposed in this paper: MaxPro and MaxAmp quantization.
The features received at the FC are added together to train
different classifiers when the number of distributed sensing
nodes varies from 1 to 4.

Tab. V compares the classification accuracy of the FC
output for four data fusion schemes. Experiments are conduct-
ed on CIFAR10 and CIFAR100 datasets. We have MaxPro
(N1(2σ) = 16,K = 16, n = 8) on CIFAR10, MaxPro
(N1(2σ) = 48,K = 48, n = 32) on CIFAR100, MaxAmp
(N1(2σ) = 16,K = 3, n = 1) on CIFAR10, and MaxAmp
(N1(2σ) = 48,K = 3, n = 1) on CIFAR100. It is observed
that MaxPro and MaxAmp show progressive performance in
terms of compression ratio and classification accuracy between
the two extreme: full feature fusion and decision fusion.
Overall, at the medium rate region (i.e., around 1 bit per
pixel), MaxPro is able to approximate the precision of full
feature fusion while achieving better compression ratios by
a factor larger than 40. At the extra-low rate region (i.e.,
around 0.01 bit per pixel), MaxAmp is able to improve
the classification accuracy by 12% on average, by almost
doubling the number of bits. These results show that the
proposed discrete neural representation learning schemes are
good candidates for distributed sensing in noisy environments.
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TABLE VI
PARAMETERS OF LSTM ARCHITECTURE AND TRAINING PROCEDURE

Parameter Name Specific Parameter Value

embedding_dim 100
hidden_dim 256×2
output_dim 2
n_layers 2
bidirectional True (Bidirectional LSTM is used)
dropout 0.3
learning Rate 0.005
optimizer Adam

TABLE VII
SPARSE METHOD EXTENSION

DataSets Methods N1(2σ) N2 Accuracy(%)

IMDB CE 512 512 88.55
IMDB CE-MS(λ = 5e− 7) 70 12 83.53
IMDB CE-MS(λ = 1e− 7) 88 14 83.91
IMDB CE-MS(λ = 1e− 8) 98 16 87.05
IMDB CE-MS(λ = 1e− 9) 110 16 87.78

IMDB CE-FS(λ = 5e− 7) 278 58 85.10
IMDB CE-FS(λ = 1e− 7) 354 56 86.36
IMDB CE-FS(λ = 1e− 8) 364 60 87.24
IMDB CE-FS(λ = 1e− 9) 391 68 87.42

IMDB CE-WS(λ = 5e− 7) 70 8 80.26
IMDB CE-WS(λ = 1e− 7) 100 14 83.32
IMDB CE-WS(λ = 1e− 8) 102 16 86.02
IMDB CE-WS(λ = 1e− 9) 112 16 86.30

J. Extension to RNNs

So far, we have limited our investigation to CNNs and
image datasets. To further validate the effectiveness of the
proposed mask sparsity method to general DNNs, we now
consider recurrent neural networks (RNNs). Specifically, we
test the task of sentiment analysis (i.e., binary sentiment
classification) based on the IMDB dataset of movie reviews
[66]. We use a bidirectional long short-term memory (LSTM)
network to extract a feature vector representation of size 512.
The network parameters are given in Tab. VI. The three
sparsity coding methods introduced in Section II.B are applied
and tested: mask-based (CE-MS), feature-based (CE-FS), and
window-based (CE-WS). For each method, different values of
hyper-parameters λ are applied to the feature vector to yield
representations with varying degrees of compactness. The
resulting accuracy, as well as the two compactness measures
(N1(2σ) and N2), are compared in Tab. VII. We can see
that the proposed CE-MS method generates compact repre-
sentations, with marginal degradation to the final accuracy
compared to the CE (no sparsity) approach. Moreover, CE-MS
can simultaneous achieve the best accuracy and compactness
performance given by the two conventional sparsity coding
approaches (CE-FS and CE-WS). This experiment suggests
that the proposed method is a general approach applicable to
various types of DNNs.

V. CONCLUSIONS

Semantic representation learning is a fundamental prob-
lem in semantic communications. We tackle this problem by

proposing a novel DNN design, which aims to learn a compact
and semantically meaningful representations. To obtain such
representations, we proposed a technique called mask-based
sparse coding. Via extensive experiments, we showed that the
proposed technique outperforms classic feature-based sparse
coding technique by factors ranging from from 9% to 200%,
while keeping the same accuracy level, in the tested datasets.
To apply mask-based sparse coding for discrete neural repre-
sentation learning, we have analysed the theoretical bandwidth
footprint of our proposed neural index quantization schemes
and verified their validity on CIFAR100. We used contrastive
learning to encourage semantic alignment and the performance
of the resulting scheme was further improved by using sparse
coding. We then proposed a test called MaxAmp-K to evaluate
the compositionality of the most salient representation output.
Experiments using tools of network dissection and visualiza-
tion showed promising results, suggesting that the proposed
sparse contrastive neural networks tend to learn semantic
representations with interpretable meanings. Such semantic
representations are useful for distributed sensing applications.

VI. FUTURE WORK

In our future work, we will continue to explore various neu-
ral network architectures and different data types. In addition,
we intend to delve deeper into the automatic adjustment and
underlying mechanisms of the hyperparameter λ. Moreover,
our research will expand to encompass compression and
reconstruction tasks.
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